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ABSTRACT
Current automated program repair (APR) techniques are far from
being practical and useful enough to be considered for realistic
debugging. They rely on unrealistic assumptions including the re-
quirement of a comprehensive suite of test cases as the correctness
criterion and frequent program re-execution for patch validation;
they are not fast; and their ability of repairing the commonly aris-
ing complex bugs by fixing multiple locations of the program is
very limited. We hope to substantially improve APR’s practicality,
effectiveness, and usefulness to help people debug. Towards this
goal, we envision PracAPR, an interactive repair system that works
in an Integrated Development Environment (IDE) to provide effec-
tive repair suggestions for debugging. PracAPR does not require a
test suite or program re-execution. It assumes that the developer
uses an IDE debugger and the program has suspended at a location
where a problem is observed. It interacts with the developer to ob-
tain a problem specification. Based on the specification, it performs
test-free, flow-analysis-based fault localization, patch generation
that combines large language model-based local repair and tailored
strategy-driven global repair, and program re-execution-free patch
validation based on simulated trace comparison to suggest repairs.
By having PracAPR, we hope to take a significant step towards
making APR useful and an everyday part of debugging.
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1 MOTIVATION
Programs are rarely bug-free. Debugging is an indispensable ac-
tivity in software development. It is however very costly, and can
consume up to 50% of the programming time [6]. To reduce the cost
of debugging and make it easier, researchers have proposed the con-
cept of automated program repair (APR) [9, 11, 28, 52] whose goal is
to automatically generate a patch that corrects a buggy program’s
misbehavior. For over a decade, more than 60 APR techniques have
been developed [29, 36]. They have sought to achieve automated
repair via various strategies generally classified as pattern-based
(e.g., [17, 24, 40]), constraint-based (e.g., [26, 48]), search-based
(e.g., [12, 43]), and learning-based [52].

Despite the promising potential, current APR techniques are
far from being practical and useful enough to be integrated into
an IDE for debugging. Three key challenges remain. First, current
approaches are designed based on unrealistic assumptions. They as-
sume the existence of a test suite serving as the correctness criterion
and require frequent program re-execution for repair validation.

In a realistic debugging scenario, one cannot assume the exis-
tence of a (high-quality) test suite, especially in the initial develop-
ment phase of the software. Studies have shown that developers
do not write test suites containing a sufficient number of test cases
or even do not write tests at all [4, 19]. As also noted by Koyuncu
et al. [20], bugs are often reported without an available test suite
revealing them. Surprisingly, the bug-revealing test cases for over
90% of the bugs in the Defects4J dataset [15] were introduced after
the bug was identified.

While some techniques [2, 3, 8, 20, 41] have sought for test-free
repair, they are restricted to handling specific types of bugs (e.g.,
the heap-property faults [41]) and potential issues flagged by static
analyzers and are not designed to repair general semantic bugs that
arise while debugging.

The reliance on frequent program re-execution also makes APR
not practical. In a realistic debugging scenario, recreating the envi-
ronment for the immediate failure caused by the bug can be difficult
since the failure can be identified in a long run or in an interactive
session. Moreover, frequent program re-execution makes APR not
fast. Current approaches can take minutes (e.g., [14]) or even hours
to repair one bug [25]. Studies showed that developers prefer not
to wait for too long [30] for repair. One can also imagine that APR,
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if integrated into an IDE to provide repair suggestions, is highly
expected to be quick.

Second, while APR has made remarkable progress towards local
repair by generating patches addressing a single location of the
program, the repair ability is still weak. Our statistics based on the
previous evaluation of existing tools shows that traditional non-
learning-based approaches can only repair a small fraction (less
than 23%) of the 150 single-hunk bugs in the Defects4J v1.2 dataset.
For these bugs, the developer patches change only a single hunk
of code. Learning-based approaches, especially those using a large
language model (LLM) [10, 13, 16, 39, 45, 47], represent a significant
improvement. However, a state-of-the-art approach Repilot [42] still
failed to repair 86 (or 57.3%) of the single-location bugs. Moreover,
existing techniques can generate spurious overfitting patches [21,
32, 38, 49], which are harmful and can adversely affect debugging [7,
30]. In summary, APR’s weak ability of local repair can lower the
developer’s trust of APR in dealing with even simple bugs and make
the developer unwilling to use APR for debugging.

Finally, current APR cannot do effective global repair to tackle
complex multi-location bugs whose fix requires changes for multi-
ple locations of the program. Zhong and Su [53] found that multi-
location bugs are common. At least 40% of real-bug fixes made by
developers are used to tackle such bugs. This finding implies that if
APR is not designed to support multi-location repair, it can have
very limited usefulness. To enhance the usability of APR, previous
techniques have attempted to address multi-location bugs using
strategies such as genetic algorithms [22, 51], detection and update
of evolutionary siblings [37], variational execution [44], deep learn-
ing [23], and iterative self-supervised training [50]. A key problem
of these approaches is that most of the repaired multi-location bugs
are actually multi-fault bugs exposed by multiple failures. A multi-
fault bug can be decomposed into multiple single-fault bugs and is
rare in realistic debugging, as developers typically deal with one
failure (fault) at a time [18, 31]. To understand how existing ap-
proaches deal with single-fault multi-location bugs that commonly
arise while debugging, we did a study and found that (1) about
half (49.5%) of the multi-location bugs in the Defects4J v1.2 dataset
are multi-fault, (2) the dataset has 118 single-fault multi-location
bugs, and (3) current techniques [23, 37, 44, 46, 50, 51, 55] repaired
at most 8 of them. This result shows that current APR’s ability of
repairing complex multi-location bugs is poor.

2 AN ENVISIONED REPAIR SYSTEM FOR 2030
We envision a repair system PracAPR that addresses the aforemen-
tioned challenges and provides quick repair suggestions for realistic
debugging. Figure 1 shows an overview of PracAPR. To overcome
the unrealistic-assumption drawback, PracAPR does not assume the
existence of a test suite and does not require program re-execution.
It works in conjunction with an IDE debugger and assumes that
the program is stopped at a location where a problem is observed.
PracAPR interacts with the developer to obtain a description of
the problem and performs test-free fault localization, patch genera-
tion, and patch validation based on the description (the problem
specification) to generate repair suggestions. Without a test suite,
PracAPR performs flow-analysis-based fault localization while tak-
ing into account the problem symptom, current values from the

debugger, and the current runtime stack to compute a backward
slice containing potential repair locations. Patch generation is done
with local and global repair, which we will discuss later. Patch val-
idation does not require program re-execution. Instead, PracAPR
generates via a live programming mechanism simulated traces that
reflect the real executions of the original and repaired programs and
compares the traces to infer patch correctness. Finally, PracAPR
presents the repair suggestions to the developer. The developer can
choose to preview any of the repairs and further accept it to allow
changes to be applied to the program.

For local repair, PracAPR uses an LLM-based approach, aiming
to improve APR’s repair ability in fixing more local bugs (that
require changes of a single location of the program) and fixing
them more precisely (by generating fewer bad patches). To this
end, PracAPR uses an informative prompt that includes the buggy
location, its context, the failure input and output, dynamic execution
information (including for example the coverage and key program
states), promising patterns and fix ingredients, and user guidance
to help LLM accurately diagnose the problem and propose effective
patches. PracAPR also allows conversational repair and refinement
and re-fixing of the patches to improve the repair quality.

For global repair, PracAPR uses a variety of strategies distilled
from our analysis of multi-location patches that led to a charac-
terization of 8 types of partial patch relationships. The strategies
include performing iterative repair to generate patches location by
location to address bugs that require fixing different issues, per-
forming simultaneous repair to address related issues, using local
repair to tackle single-location-alike bugs, and using pattern-based
methods to generate other common patches that involve for exam-
ple adding a definition and use of a variable and inserting if-wrap
code (i.e., an if-statement wrapping a code hunk).

3 ONGOING AND FUTUREWORK
We next discuss our ongoing and future work for realizing PracAPR.

3.1 Interactive Test-Free Repair Framework
Wehave developed an interactive test-free repair framework ROSE [33],
which provides initial solutions for fault localization and patch val-
idation without requiring a test suite and program re-execution.

ROSE works in the Eclipse-based Code Bubbles IDE [5] and
allows easy integration of existing APR patch generators. ROSE
assumes that the program is suspended at a location where unex-
pected behavior is observed. It interacts with the developer to obtain
a problem description. The developer can specify that an exception
is unexpected, a line should not be executed, or a variable should
not hold a certain value. Based on the specification, ROSE performs
test-free fault localization using an abstract-interpretation-based
flow analysis to statically compute a partial backward slice contain-
ing potential repair locations. It invokes the patch generators that
have been plugged into the framework to make patches for those
locations. For patch validation without using test cases or allowing
dynamic program re-execution, ROSE generates simulated traces
based on a live-programming system SEEDE [35] for both the orig-
inal and repaired executions and then compares the traces with
respect to the problem to infer patch correctness. Finally, ROSE
presents a limited number of prioritized patches. The developer can
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Figure 1: An overview of the PracAPR repair system.

choose a patch for a preview, which highlights the code before and
after the repair with differences, and ask ROSE to make the repair.
More details can be found in [33, 34].

We evaluated the effectiveness and utility of ROSE with a repair
experiment and a user study. Our results showed that ROSE’s test-
free fault localization and patch validation are highly effective:
the fault localization included the correct repair location for 89%
of the bugs tested and the patch validation gave a top-5 rank for
all correct repairs; that a ROSE-based tool can repair as many as
36/40 QuixBugs and 37/60 Defects4J bugs in only seconds; and that
ROSE helped 44% more participants succeed in a debugging task
and helped reduce the debugging time by about 16.5%. Overall, we
believe that ROSE is a promising repair framework that can make
debugging easier.

We plan to build PracAPR on top of ROSE, and we see two
ways for improvement. First, we want to improve ROSE’s user
interaction for problem specification by exploring not only a better
presentation of the failure information to facilitate understanding
of the program semantics and the failure but also more forms of the
specification (based on for example constraints and even natural
language) to effectively guide fault localization and patch validation.
Second, we want to investigate learning-based trace comparison
while considering more information about the execution to enhance
patch validation.

3.2 LLM-Based Local Repair
The LLM has demonstrated superior abilities in repairing software
bugs [45, 47]. We believe that an LLM-based approach is promising
in generating high-quality local patches (addressing single locations
of the program for repair). Since ChatGPT is widely recognized
as a prominent LLM for tackling various software engineering
tasks, we consider a ChatGPT-based approach that serves as a key
component of PracAPR to accurately infer the problem and provide
a low number of promising patches for effective local repair.

We are conducting a study to understand the failure of ChatGPT-
based approaches [45, 47] and motivate possible ways for improve-
ment. We seek to answer three research questions: (1) What are the
characteristics of the bugs that ChatGPT fails to repair? (2) What

1public TimeSeries createCopy(int start, int end)
2 throws CloneNotSupportedException {
3 if (start < 0) {
4 throw new IllegalArgumentException("Requires start >= 0.")

;
5 }
6 if (end < start) {
7 throw new IllegalArgumentException("Requires start <= end.

");
8 }
9 TimeSeries copy = (TimeSeries) super.clone();

10 + copy.minY = Double.NaN;

11 + copy.maxY = Double.NaN;

12 copy.data = new java.util.ArrayList();
13 if (this.data.size() > 0) {
14 for (int index = start; index <= end; index++) {
15 TimeSeriesDataItem item
16 = (TimeSeriesDataItem) this.data.get(index);
17 TimeSeriesDataItem clone = (TimeSeriesDataItem) item.

clone();
18 try {
19 copy.add(clone);
20 }
21 catch (SeriesException e) {
22 e.printStackTrace();
23 }
24 }
25 }
26 return copy;
27}

Figure 2: Patch for the Chart_3 bug.

are the most common mistakes that ChatGPT makes? and (3) How
to improve ChatGPT to repair more bugs?

Our current result shows that existing approaches are weak in
that they use prompts that include only the buggy location, its lim-
ited context, and shallow information about the failure (including
the input and the failing assertion). This is often insufficient for
ChatGPT to understand the program semantics and the problem
and can result in incorrect patches raising new problems.

Figure 2 shows for example the buggy method for the Defects4J
Chart_3 bug and the patch (lines 10 and 11). To repair the bug,
a state-of-the-art ChatGPT-based approach ChatRepair [47] uses
a prompt that includes the code of the buggy method, the name
of the failing test case testCreateCopy3, the failing assertion
assertEquals(101.0, s2.getMaxY(), EPSILON), and
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the failuremessageexpected:<101.0> but was:<102.0>.
It does not however inform ChatGPT of the test input triggering
the failure. Nor does it describe the behavior of the invoked method
add (line 19) showing how minY and maxY are updated (key in-
formation for bug understanding) and provide the details about
the failure execution. Due to insufficient knowledge of the failure,
ChatGPT’s problem diagnosis is shallow and inaccurate – it thought
that there is a problem with the loop copying the data and did not
seem to understand that it was the update of the minY and maxY
values that causes the error. As a result, ChatGPT proposed a patch
changing the loop condition (line 14), which is incorrect.

To help ChatGPT understand the failure, we plan to use an
augmented prompt that includes not only what ChatRepair uses in
its prompt but also the code of the failing test case (including the
test input), the definition of related methods (including add), and
the execution trace showing not only what lines are exercised in the
failure run and their order but also the key program state (variable
and field values). Using a prompt like this, ChatGPT successfully
understands that the failure is related to “how the min and max y
values are updated after copying a subset”. This finally leads to a
patch that correctly updates the min and max y values.

An augmented prompt, even with more failure and execution
information, may not necessarily help ChatGPT figure out what is
wrong. And even if ChatGPT precisely understands the problem, it
may still fail to generate the correct patch tackling the problem in
the right way. For example, ChatGPT may know that there is an
invalid case where the start index is greater than end but can
be unsure about how to process it – whether the program should
throw an exception, return a special value, or do something else.
One way to mitigate this problem is to solicit user feedback showing
for example an exception is expected, a certain line should not be
executed, or a variable should not hold a value.

In addition to using augmented prompts, we will also explore
combining ChatGPT with traditional pattern-based and search-
based methods (finding for example effective patterns and fix in-
gredients) to guide the repair, performing conversational repair
highlighting the (negative) influence of the previous patches to
allow ChatGPT to reflect on its mistakes for improvement, and
conducting post-processing operations refining and re-fixing the
patches to improve repair quality.

3.3 Global Repair Driven by Tailored Strategies
Existing global repair techniques have adopted various strategies for
multi-location repair. The evaluation of these techniques is however
based on the Defects4J bug dataset [15] and is severely misguided,
as the dataset is filled with multi-fault bugs. Multi-fault bugs can
be decomposed into independent single-fault bugs triggering dif-
ferent failures. Repairing multi-fault bugs by handling multiple
failures simultaneously is practically uncommon for debugging, as
the developer typically deals with one failure at a time [18, 31].

To understand existing approaches’ abilities of repairing single-
fault multi-location bugs, we proposed an approach to detect such
bugs and found that there are 118 single-fault multi-location bugs
in the Defects4J v1.2 dataset and that current approaches [23, 37,
44, 46, 50, 51, 55] repaired at most 8 bugs, suggesting weak repair
abilities.

We aim to design a global repair approach that can effectively
address single-fault multi-location bugs. Towards this goal, we went
about analyzing the developer (ground-truth) patches for a sample
of the single-fault multi-location bugs (about one third, or 75 in
total). We wanted to understand why the repair needs to addresses
multiple locations, what are the characteristics of the partial patches
made at different locations, and furthermore what strategies to
consider for patch generation based on the characteristics.

The analysis has led to a characterization of 8 partial patch
relationships summarized below.

• DU: Partial patches with this relationship add the definition
of variables, fields, packages, or methods and later use what
has been defined for repair.

• OA: Partial patches with this relationship can be done in
one repair action or operation by for example adding an
if-statement wrapping a code hunk.

• RIF: This relationship indicates that the partial patches are
used to address related issues that arise in different locations.

• DIF: This relationship indicates that the partial patches ad-
dress different issues arising from different program parts
that may implement the same functionality.

• EOH: Partial patches with this relationship can be consid-
ered as a single-hunk patch for reasons such as that there is
only one partial patch that is semantically needed and the
others are created only to improve readability.

• SU: In this relationship, some partial patches are created to
do the setup work by updating a variable, field, or method
while the others use what has been updated for repair.

• ONPF: In this relationship, some partial patches can fix the
original problem and resolve the original failure. Unfortu-
nately, they also raise new problems triggering new failures,
which can be tackled by other partial patches.

• FU: Some partial patches serve as the primary changes
for correcting the misbehavior of the program. Others are
needed to undo the negative influence brought by the previ-
ous changes.

As the next step, we plan to design specialized repair strategies
based on the relationships and develop a global repair approach
that uses these strategies to obtain guided exploration for effective
multi-location repair. An approach that we envision to have uses
the LLM-based method discussed in Section 3.2 to generate single-
location patches. It performs iterative repair via repeated single-
location-based fault localization and patch generation to generate
patches of the DIF, ONPF, and FU relationships. Unlike existing
approaches [50, 51], our approach considers a variety of program
syntactic and semantic features and execution information to infer
promising patches for further evolution. To generate the RIF patch,
our approach reuses a simultaneous strategy [37] that identifies
locations for co-evolution and applies similar changes to those
locations. The approach relies on local repair to address EOH and
uses pattern-based methods to generate DU, SU, and OA patches.

We envision to have a suite of specialized patch generators.
Once a failure occurs, one would not easily know which gener-
ators to use for repair but can run all the generators in parallel
to get all the patches. This can be further improved via a trained
multi-classifier [1, 27] to select the most suitable generators or an
ensemble approach (e.g., [54]) for generator prioritization.
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